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Abstract

Networking infrastructure is a vital part of virtual com-

puter clusters. This paper describes VirtCloud, a system

for interconnecting virtual clusters in a state-wide network

based on advanced features available in academic networks.

The system supports dynamic creation of virtual clusters

without the need of run-time administrative privileges on

the backbone core network, encapsulation of the clusters,

controlled access to external sources for cluster hosts, full

user access to the clusters, and optional publishing of the

clusters. The paper describes architecture of the system, and

prototype implementation in MetaCenter (Czech national

Grid infrastructure) using Czech national research network

CESNET2. Feasibility of the concept is evaluated through

a series of measurements demonstrating that the network

performance of the system is satisfactory.

1. Introduction

Virtualisation has become one of the key paradigms in

Grid computing in recent years. It enables tailoring of

Grid environments to the needs of their users in previously

unprecedented way, thus making them more attractive for

broader user communities.

Virtualising computer clusters also involves the intercon-

necting networking infrastructure. While steps to virtualising

the network inside the cluster have already been taken by

several groups [1], [2], [3], [4], [5], this paper focuses

on building sustainable virtualised networking infrastructure

that scales enough to interconnect clusters in wide-area

networks and that performs up to the expectations of the

high-performance applications.

VirtCloud is a system for internetworking dynamic virtual

clusters over a state-wide network, supporting encapsulation

of the clusters and publishing them in controlled manner.

This allows for both protecting the cluster from the outside

world and protecting the world from the cluster (e.g., in

case of user-supplied virtual images). The system is driven

by Grid middleware. While VirtCloud uses services of the

backbone network, it is designed to run without the need

of run-time configuration of the core network. The design

(described in Section 2) is not limited to our primary target

network: as we discuss in Section 3, it is able to use several

mechanisms for traffic encapsulation.

The architecture has been prototyped in the Grid envi-

ronment of the MetaCenter project1—Czech state-wide Grid

infrastructure—using the CESNET2 backbone network2 that

spans the whole Czech Republic with interconnects to other

European and world-wide networks.

Interfering the networks in large areas can have serious

performance implications. We have done a series of basic

measurements to show performance feasibility of our ap-

proach (Section 4). Section 5 summarizes related work and

the paper concludes with Section 6 providing final remarks.

2. VirtCloud Design

We describe analysis and design of VirtCloud system in

this section. We start with design considerations (DC) that

reflect usage patterns of the system and practical restrictions,

followed with an overview of the architecture.

2.1. Design Considerations

We divided the design considerations into three categories

that reflect different points of view. We start with the

network considerations:

DC-1 High-performance virtual private network with

performance not significantly worse than running the

infrastructure with normal networking interconnects.

DC-2 Dynamic virtual cluster network creation. Virtual

clusters have expected lifetime ranging from hours to

months. Clusters are built upon user request and/or

administrative action in case of long-term clusters for

special user groups.

DC-3 Encapsulation of virtual clusters. No communica-

tion outside of the network unless specifically enabled

due to security considerations (virtual cluster may run

insecure images provided by the users).

DC-4 Capable of being deployed in state-wide and in-

ternational environments. It needs to support sufficient

encapsulation to avoid conflicts with services already

1. http://meta.cesnet.cz/

2. http://www.ces.net/





L2 core network. The core network has to maintain flat

switched topology for all VLANs interconnecting virtual

clusters, i.e., to provide a logical distributed Layer 2 switch

with VLAN support. Actual implementation of the core

network depends to some extent on available underly-

ing networking facilities. There are many implementations

of switched virtual networks ranging from systems sup-

ported directly by network hardware (e.g, IEEE 802.1ad)

to application-level systems (e.g., OpenVPN3, Hamachi4).

However, for performance reasons, we only focus on virtual

networks that can be supported by hardware in high-end

academic and research networks (DC-1). Some protocols

only support point-to-point bridging (e.g., L2TPv3 [8])

which excludes them from use in the core of the network.

Life Cycle of Virtual Networks. The life cycle of VLANs

in the infrastructure reflects the life cycle of virtual clusters

themselves (DC-2). Clusters are build upon user action—

submission of a special job to the resource manager (DC-

12). The resource manager configures network active ele-

ments in cluster sites and allocated physical machines to

assign traffic from the virtual machines hosted on them to

appropriate VLANs. Resource manager then boots requested

virtual images. Layer 3 addresses are assigned to the virtual

machines according to user needs.

2.3. Access from/to the Virtual Clusters

There are three cases to handle here: (1) user access to

the cluster (including publishing it, DC-7, DC-8); access to

data and services (DC-9) provided either (2) as a part of the

Grid infrastructure or (3) as an external third-party service.

Remote access for the users is provided by several tun-

nelling services, be it SSH, OpenVPN, etc. Servers for the

remote access become part of the cluster with their “inner”

interfaces, having their “outer” interface publicly address-

able and protected with a standard Grid authentication and

authorisation. When the user wants to publish the virtual

cluster, there are two ways to do it. If the cluster is built

solely from a certified image, it can be published directly

from one of the sites. Otherwise, the user may publish

the cluster by creating a tunnel to it and providing access

through his/her Internet connection—thus accountability for

any security-related problems lies on the user.

The access to services that are part of the Grid in-

frastructure is based on integrating nodes that host these

services into the virtual cluster. Choosing which nodes will

be integrated into the virtual cluster depends primarily on

user’s request when building the virtual cluster.

When access to external data sources is necessary, the

problematic possibility is using user-provided virtual ma-

chine images. The user can either use similar techniques

3. http://openvpn.net/

4. https://secure.logmein.com/products/hamachi/vpn.asp

like for publishing the cluster (and, e.g., keep the cluster

in his/her address space), or—as an optimisation—some

traffic can be administratively permitted and routed directly

through one or more sites, preferably through a firewall. It

naturally depends on type of virtual machine image used and

needs careful judgement, as the Grid infrastructure provider

takes part of responsibility over possible security problems.

This is nevertheless considered a special feature.

3. VirtCloud Implementation in the Meta-

Center using CESNET2 Network

MetaCenter as a national Grid infrastructure utilizes

Czech national research and educational network CES-

NET25. The CESNET2 network provides DWDM intercon-

nects among major cities in the Czech Republic, production

10 Gbps IP backbone for normal traffic as well as experimen-

tal services available to other projects. For traffic engineering

of the IP backbone, it uses Multi-Protocol Label Switching

(MPLS).

MetaCenter project has its nodes in three cities in the

Czech Republic: Prague (Praha), Brno, and Pilsen (Plzeň),

all of them located close to the CESNET2 point of presence.

The distances (over optical cable) are approximately 300 km

between Prague and Brno and 100 km between Prague and

Pilsen.

L2 core network. The following technologies has been

identified to fulfil the requirements of the VirtCloud L2

core network, that can be implemented using CESNET2

network [9]:

• IEEE 802.1ad (QinQ) is a technology that allows

encapsulation of the 802.1q tagging into another 802.1q

VLAN. It has been designed for service providers to en-

capsulate customer-provided VLAN tagging. The stan-

dard was approved in 2005 and it is currently the most

widely supported and easiest to deploy manufacturer-

independent technology.

• Virtual private LAN service (VPLS) [10], [11] is a

viable technology for the network that use MPLS traffic

engineering. It creates a shared Ethernet broadcast

domain.

• Cisco Xponder technology [12] uses Cisco 15454 plat-

form to create a distributed switch based on ded-

icated DWDM optical circuit interconnects. This is

an interesting option for the networks that support

lambda services, without the need of additional VLAN

encapsulation.

Site network. Each site uses Layer 2 infrastructure im-

plemented on mix of Force10, Hewlett-Packard, and Cisco

5. Topology can be found at http://www.ces.net/network/.





performance virtualised network must not be significantly

worse than the high-performance native routed IP network

(which also represents the performance limit of application

layer tunnelling solutions).

The system has two major network components, VLAN

tagging in Xen itself and performance of the virtualised

network in comparison to the routed one. We have tested

tagging performance in a single site and compared virtu-

alised and native network over the state-wide environment.

4.1. Experimental Setup

The machines we used for the experiments are located

in three MetaCenter sites: Brno, Prague, and Pilsen. The

topology of the network is described in Section 3.

In Brno, we used two identical machines skirit82-1

and skirit83-1. Each of them has two dual-core Intel

Xeon 5160 3GHz processors, 4 GB physical memory, and

PCI Express gigabit network adapter Intel 80003ES2. The

machines are interconnected with an HP 5406zl switch.

Prague node, skurut9-1, has two quad-core Intel Xeon

X5365 3GHz processors, 16 GB physical memory, and PCI

Express Gigabit Ethernet adapter Intel 80003ES2. Pilsen

node, konos23-1, is a dual AMD Opteron 270 2GHz

processor system with 8 GB physical memory, and PCI

Gigabit Ethernet adapter Broadcom NetXtreme BCM5704.

All the machines run Xen version 3.1.3, hypervisor Linux

kernel version is 2.6.22.17, user domains run 2.6.22.17, too,

with the exception of skurut9-1 having kernel 2.6.18.

The distribution is SuSE Linux 10.0 on skurut9-1 and

Debian GNU/Linux 4.0 on the other machines. The hyper-

visor domains (Dom0) have 1 GB memory, user domains

use the rest of available memory on a particular machine.

All the Xen tests were run among user domains. Proces-

sor planning was done by the Xen scheduler. Hypervisor

domains had high priority (weight 256), user domains low

priority (weight 1). In the standard configuration, a dynamic

number of buffers is used in the implementation of virtual

network interfaces between Dom0 and DomU. This turned

out to be a performance bottleneck therefore we set the

number of buffers to the maximum possible value (i.e.,

/sys/class/net/<interface>/rxbuf_min is set

to the value of rxbuf_max).

In order to obtain comparison base not affected by vir-

tualisation of the host machines themselves, we measured

Xponders (a dedicated private network) using the same

machines we described above without Xen virtualisation.

4.2. Measurement Software

Software tools used for measurement are

• iperf version 2.0.2 [14] with a set of patches by Andrew

Gallatin originating in FreeBSD [15],

Local network
skirit83-1

Untagged 939 Mbit/s

VLAN tagging 936 Mbit/s

Table 1. TCP: price of VLAN tagging in Xen

• Real-time UDP Data Emitter (RUDE) and Collector for

RUDE (CRUDE) version 0.62 [16].

We measured TCP throughput and UDP throughput for

packet lengths 64 B, 100 B, 200 B, 300 B, . . . , 1300 B,

and 1400 B with iperf. Each result is an average of 60

1-second measurements taken continuously. As iperf sends

UDP data (approximately) in the requested rate regardless of

packet losses, we determine UDP throughput using a “first-

fit convergence procedure.”

The process goes as follows. Let us have the currently

used bandwidth bw (the first measurement starts with the

nominal bandwidth of the line, i.e., 1000 Mbit/s). We make

a measurement in order to learn packet losses in this

configuration, let the ratio of lost packets to the amount of

sent packets be loss . If the loss is at most 0.5% we take the

measurement to be the final result and the process quits. If

the loss is higher than 0.005, we decrease the transmitted

bandwidth according to formula

bw := min{bw(1 − 0.75loss), bw − 1}

and go on repeating the measurement. The formula decreases

the bandwidth at least by 1 Mbit/s to assure progress, and

“less than to the number that came through” in order to make

the measurement more precise.

We have also verified the iperf UDP throughput with a

home-grown Real Time Protocol (RTP) benchmark called

Generator7. The results were very similar to iperf’s, we

therefore omit them from the paper.

The rude/crude test is targeted primarily to the stability

of the network. We send 1000 packets per second for

60 minutes and check whether all of them arrive and if they

are in order.

4.3. Results and Discussion

The user domain test were run from skirit82-1 (Brno)

to the remaining machines, all of them using the native

IP network and through a VLAN connected via Xponders

and/or VPLS (the VLAN goes just through the local switch

in case of skirit83-1 machine). The comparison Xpon-

der physical machine tests were also run from Brno to the

remaining sites.

The results of all rude/crude tests via routed IP network,

VPLS, and Xponders can be described easily—all packets

in all configurations arrived in order, we therefore consider

the network to be functional and stable.
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Prague Pilsen
skurut9-1 konos23-1

Xponders, phys. 936 Mbit/s 936 Mbit/s

Xponders, Xen 936 Mbit/s 936 Mbit/s

VPLS, Xen 935 Mbit/s 937 Mbit/s

Native IP, Xen 592 Mbit/s 362 Mbit/s

Table 2. TCP: Xponders, VPLS, and routed IP

backbone

Let us study throughput of the network. The first test is

concerned to the price of VLAN tagging in Xen bridge.

Table 1 shows the TCP throughput between skirit82-1

and skirit83-1 for native untagged TCP traffic and with

VLAN tagging on the Xen bridge. TCP traffic processing is

not affected by VLAN tagging.

VLAN tagging of UDP traffic in Xen seems to bring

a small overhead on the local network, as we can see on

Figure 4.

Table 2 compares TCP throughput. The Xponders in phys-

ical machines represent the theoretically expected perfor-

mance limit, being a dedicated network without any possible

overhead caused by Xen. As we can see, Xen doesn’t bring

any overhead to TCP traffic. Moreover, VPLS, transported

together with backbone commodity traffic, reaches the same

performance as Xponder’s dedicated network. In compari-

son, the throughput of the native routed IP is significantly

worse—it is necessary to point out that the routes of the

native connection are typically longer and more complex

than of VPLS and Xponders.

Figures 5 and 6 show UDP performance from Brno

to Prague and Pilsen nodes, respectively. Again, we take

physical machines connected with the Xponder network as a

base for our comparison. Virtualisation of the host machines

brings acceptable overhead to the Xponder network. The

measured performance of Xen virtualised hosts is slightly
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better than that of physical machines in case of small

packets (up to 200 B for Prague and 500 B for Pilsen).

This is most probably due to larger buffers available in the

implementation of the virtual network interface.

Similarly to the TCP case, both Xponders and VPLS reach

practically the same performance in Xen. The native routed

network performance is clearly worse in case of Prague and

significantly worse in case of Pilsen. For Pilsen, we attribute

the result to rather complex IP routed network topology.

5. Related Work

Three mainstream approaches appear in the area of net-

work virtualisation: Virtual Local Area Networks (illusion of

local network over a more complex physical infrastructure),



Virtual Private Networks (illusion of having a network

interface in a distant network), and Overlay Networks (du-

plicating vertically part of network stack, usually in order

to get traffic through an environment hostile in one way or

another).

Previously described methods to building networks of vir-

tual machines are based on assumptions about the available

and requested network environment, mainly geographical

distribution, restrictions placed in the network (Network

Address Translation (NAT), firewalls), and isolation require-

ments.

Distributed networks are likely to be quite unfriendly for

transporting usual internal cluster communication, therefore

methods of tunnelling are necessary. In-VIGO [17], [18] uses

a system of tunnels and VPNs to separate machines into

logical clusters called VNET. VNET [4] is a software VLAN

based on L2 tunnelling for clusters of virtual machines,

building a logical Ethernet bridge over IP network. It uses

the routed IP network for traffic tunnelling, therefore the

performance of VNET cannot be better than performance

of the IP network. Violin [5] is an overlay network based

on UDP tunnels. Those methods are generally focused on

traversing various types of NATs, firewall piercing, etc. It

deploys a network of software routers and switches over the

IP network (with performance implications similar to VNET,

see our DC-1).

Building virtual cluster in unrestricted local network de-

pends on the need of virtual cluster separation. Cluster-

on-demand [1] separates virtual clusters on network level,

addressing them with disjoint IP address spaces. Note that in

case that users have administrator privileges in their virtual

machines, it is easy for the users to intrude any virtual

network in the site (cf. DC-3). Nimbus is a system for

deployment and management of virtual machines (formerly

known as Virtual Workspace Service) [2]. Nimbus sup-

ports configuring network interfaces of the virtual machines

without creating closed or controlled network environment.

Nakada et al. [3] describe a system for VLAN configuration

for RedHat Linux based package system Rolls. Wide area

network is not considered (DC-4).

Network performance of Xen virtual machine moni-

tor [13] has been studies many times, e.g., [19], [20], [21],

with results that are not easily comparable. The performance

depends highly on many parameters like CPU allocation to

domains, amount of memory, CPU scheduling, buffer sizes,

etc.

6. Conclusions

We have presented VirtCloud, a system for internetwork-

ing dynamic virtual clusters over a large high performance

network. The system is targeted for broadly distributed

computing facilities, allowing to build virtual clusters (giving

the users the possibility to fully manage their computation

resources), encapsulate the clusters, and manage publishing

and accessing the clusters in controlled manner.

Using our prototype implementation, we have tested fea-

sibility of the concept and evaluated performance of VPLS

and Xponder technologies used to build the core Layer 2

network.

Even though the approach turned out feasible and per-

forming well, many questions left for deeper investigation

remain. The methods of publishing encapsulated cluster

must be studied thoroughly in order to provide more efficient

ways to connect the cluster to user’s machines. This problem

is also related with scenarios of Layer 3 addressing the

virtual clusters. Accessing external data and resources is

another area for further research: while conceptually the

problem is simple, it creates enormous amount of issues

when implemented in the real Grid infrastructure.
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