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Introduction

In order to process a packet, a router must be able to decide where to send the
packet and how to send the packet through the underlying network. The hardware
accelerator COMBO6 [Novotny et al., 2002], developed in scope of the Liberouter
project [Novotny, 2002], [Novotny et al., 2003b] uses a lookup engine that supports
a single lookup operation to decide how to handle the packet [Antos et al., 2003],
[Antos and Kofenek, 2004], [Antos et al., 2003]. To make the behaviour of the
accelerator equivalent to the host computer we have to combine routing, link-
layer addressing, and packet filtering to the only lookup structure. As the task
itself requires to build a bridge between languages of routing tables, ARP caches,
and packet filters in the operating system and a completely different language
of the lookup processor instructions. As this is obviously too complex to handle
at once, we divided the process into two steps. First, we combine routing and
L2 addressing (called ARP in this report), creating a structure named RA table.
Afterwards, we add the packet filter.

This report is concerned into computation of RA table only. Handling routing
table and ARP in a single entity is not a new idea. Some *BSD systems use a
single table approach (although they tend to split them [Rizzo, 2004]). To the
author’s knowledge, the implementations, although well tested in practice, have
not been formally shown correct.

We formalise routing and ARP, combine them into a RA table, and show that
this table is equivalent to the original sources. Finally, we show properties of the
resulting structure that allow to make the computation efficient using concise data
structures.
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Routing

As the principles of routing are equal for both IPv4 and IPv6 protocols, we do not
distinguish between them unless necessary. Results of this chapter are applicable
for both of them. We must keep in mind that routing tables for the protocols are
distinct and they are processed separately. We also use the terminology of IPv4
as it is widely known.

Routing Table

Routing table is a function of IP addresses returning a record denoting where to
send the packet

R: IP — Interfaces x IP

where IP is the set of IP addresses. The Interfaces is a finite set of network
interfaces of a particular router. The result of routing is a pair consisting of the
output interface and the IP address of the next hop.

The formal definition might suggest that number of routing rules to keep would
be enormous. Fortunately, the way of address allocation reduces the number of
records to keep significantly. Network interfaces (usually connected to a single
physical link or several of them) are connected to a network. The network shares
the most significant bits of the address, the common part is called a network
prefiz and its length is a network mask. Usual notation is 147.251.54.0/24
which means that the network prefix is 24 bits long. Other common notation
uses a mask, a number having ones on positions that belong to the prefix, e.g.,
147.251.54.0/255.255.255.0.

Subnetting and Address Hierarchy

Nowadays, Classless Interdomain Routing (CIDR) is standardised [Fuller et al.,
1993]. It allows network masks of an arbitrary length. Networks consist of smaller
networks. Network prefixes are divided into sets of internal networks using a pro-
cedure called subnetting. Their addresses are organised in a hierarchical manner.
As a result of this addressing scheme, a single network prefix may address a set of
networks. A single network prefix is used to advertise the whole set of networks
to the outside world.

Basic principles of sending packets over a subnetted network have been stated
in [Mogul and Postel, 1985].! To handle a packet, a router checks its destination
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Destination  Gateway Genmask Flags Iface
147.2561.54.0 0.0.0.0 255.255.255.0 U ethoO
0.0.0.0 147.251.54.1 0.0.0.0 UG ethoO

Figure 1 Example of a routing table

address and finds the longest matching prefiz in its routing table. An example of
routing table is in Figure 1. Packets destined to the 147.251.54.0/24 network
are sent through ethO interface. The address of the next hop will be directly the
final destination of the packet. Any other packet goes to the router that connects
this network to the outside Internet, called a gateway. Its next hop IP address
will be the address of the gateway.

As we can see in the example, the rows of the routing table are essentially
of two kinds, local and global. We will characterise them with several equivalent
conditions.

Local route is a route leading to the network the router is directly connected
to. A packet sent to this network is destined to a host connected to the same
subnet as the output interface of the router, sharing the same network prefix with
the interface. Its next hop address is equal to its final destination.

Global route is a route to the network that is accessed via an intermediate
router, a gateway. The gateway is the next hop of the packet. Global route is a
route that is not local.

Routing is essentially finding the longest matching prefix of the destination
address. On the other hand, Content Addressable Memories support first match
lookups and don’t-care bits. We can easily simulate longest matching prefix
lookups using CAM. We only order the routes with the length of mask non-
increasingly (as the prefixes with the same lengths are disjoint).

Formal Notation

Although we have described routing tables as longest matching prefix structures,
we define it as first match lists. We will show that both representations can be
converted. To describe routing tables, we use the following notation.?

A routing table R consists of size(R) rules. Route R; is the i-th rule for
1 < i <size(R) and Len(R;) is the length of the prefix in that rule.

1 An interested reader can also learn about the motivations in [Mogul, 1984].
2 The syntax is strongly inspired by the work of Frantzen [Frantzen, 2003].



24

Let [R;] (which is a subset of IP) stand for the packets that i-th rule talks
about. If the routing table is represented with a trie structure, [R;] corresponds
to the subtrie addressed by the prefix of R;. Len(R;) is then the length of the
path to the prefix in the trie. The prefix is said to have full length if it contains a
complete IP address (i.e., Len(R;) = 32 for IPv4 and Len(R;) = 128 for IPv6).

Route R; is called default if Len(R;) = 0 (note that [R;] = IP for the default
route). On the “output side,” IP(R;) is the IP address of the next hop and Int(R;)
is the output interface of the i-th rule.

The routing table does not have to cover the complete address space. If a
destination address is not found in the routing table, the router drops the packet
and informs the sender of the packet with “no route to host” error message.

Properties of Routing Tables

To make further processing easier, we require that the routing table satisfies several
conditions. We have two types of conditions. First of them serves to restrict to
real routing tables, the other to make further processing easier and/or possible.
The requirements go without loss of generality.

1. The rules are sorted in non-increasing prefix lengths, therefore more special
rules precede more general ones. Formally, for 1 <1i < j < size(R), condition
Len(R;) > Len(R;) holds. Note that this ordering can be easily obtained
traversing the trie with the routing table representation in post-order manner.

2. Moreover, prefixes of the same lengths are disjoint, i.e., for all ¢ and j such
that 1 < i < j < size(R) and Len(R;) = Len(R;) we have [R;] N [R;] = 0.
Hence at most one longest matching prefix exists for each destination address.

The ordering allows us to define the semantics. To obtain the result of routing
for a destination address p € IP, we find R(p) = R; where i is the smallest index
satisfying p € [R;]. Due to the ordering, it corresponds to finding the longest
matching prefix of the destination address p.

In practice, a routing table is usually kept in a variant of trie data structure.
In trie structure, the longest matching prefix has to be found. We will use two
representations in this thesis: a longest-match trie and a first-match list that
corresponds directly to our definitions. It is necessary to show that both the
representations can be converted.

A first-match list equivalent to a given trie structure can be obtained by means
of traversing the trie in post-order manner. It sorts the prefixes from the trie
in non-increasing way. The routing table contains at most one outcome for a
particular prefix, therefore the Properties are satisfied. In the opposite way, we
just insert prefixes in the list into a trie; it is again possible due to the Properties.
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We will need an extra Property to be satisfied by the routing table. This
Property is not related to the routing table representation.

3. Local networks do not contain global networks as their subnets with the ex-
ception of full length entries. Formally, for each j such that 1 < j < size(R)
and R; is local we require that if R; exists for an 4 such that 1 < i < j
and [R;] N [R;] # 0 then R; is also local or R; is a full-length entry. (Note
that [R;] C [R;] in both cases.)

Although this property seems completely artificial, we suggest that it will turn
out necessary to allow us to re-arrange the order of records in Section 4.2.

Usage of this requirement would be easier if we omitted the full length entries.
It would be sufficient for our purposes. On the other hand, full length entries that
violate the condition may be quite common, therefore we tried to find as weak
condition as possible.

This requirement does not have to be satisfied by real-world routing tables but
routing tables can be converted to comply with it without change of semantics.
We will show the method of conversion.

Prefix Expansion

The easiest way may be to expand the problematic global prefix to a set of full
length records. This leads to an increase of routing records exponential to the
address length, more precisely to the address length minus the length of the ex-
panded prefix. It makes this method feasible only for very long global prefixes
and absolutely unacceptable for IPv6 where the lowest 64 bits are expected to be
an interface address.

A practically usable method is to expand the prefix of the local network so as
the conflicting non-local entry is no longer in its subnet. Because of the prefix
expansion, it is easier to formulate and prove the method using trie representation
of the table. Then, the Property 3 can be re-written as follows. We require that
if the routing table contains a local prefix a and a prefix b such that a is a prefix
of b then b is either local or b has full length.

We describe how to solve a single occurrence of such situation by means of
prefix expansion. Then we show how this relationship of prefixes can be efficiently
detected.

Let us have binary prefixes a = x1... 2, and b = x1 ... 2y ...y where z; €
{0,1} and y; € {0,1}. The prefixes represent address spaces. Length of prefix a
is k, length of b is k 4 [. The task is to expand the prefix a into a set of prefixes
that cover the same address space and they are not prefixes of b. The expansion
is based on the fact that a can be expressed as ag = x1...2,0 and a1 = z1... 2,1
(this relationship is usually called Shannon expansion). We take the one of them
that does not interfere with b, put it into the table instead of a and continue



Input: routing table R, prefixes a = x1...x, and b = x1...2kY1...Y
(present in R) such that [ > 1.
We construct prefixes

al =x1..-TY1

ag =21 ...T Y17Y2

ap=%T1... Tk Y1 Y2..-.- Yi—17Yi

We construct a set I = {i | i € {1,...,1} such that a; is not in R}. Routing
table R’ is the copy of routing table R with prefix a removed and prefixes a;
added with the same outcome as a had for all ¢ € I.

Algorithm 1 Expanding a prefix in a routing table

expanding the other. We never overwrite prefixes already present in the table
during the process. The formal description is given in Algorithm 1.

We have to show that the result of the Algorithm 1 discards the unwanted
relationship of the prefixes. The following Lemma is easily seen from the form of
the prefixes generated.

Lemma 1
Prefixes a; constructed in Algorithm 1 are not prefixes of b.

Proof
Prefixes a; differ in the final negated bit from b. O

We have to show that the new routing table behaves equivalently with the old
one.

Theorem 2
The result of longest matching prefix lookup for an address p € IP is the same for
routing table R and for table R’ generated by Algorithm 1.

Proof
Let p € IP. 1t either is or is not routed by the prefix a in table R.

If p is not routed by the prefix a in R, it either has not prefix xy ...z at all
and nothing has changed for it in R’ or it has been routed by a prefix ¢ such that a
is a prefix of ¢, but c is left untouched in R’ as the Algorithm never changes such
prefixes.



The remaining case is that p is routed by the prefix a = x1 ... 2 in R. Then p
itself has prefix a and no other record with prefix a exists in R that would be a
prefix of p (otherwise it would be routed by the longer prefix).

We proceed by induction to I:

e Letl=1. If p had a prefix x1 ...xry1 then it would be routed by b. Hence it
must have prefix x1...xp—y1.

e Let the Theorem hold for [ — 1. Then p is routed either by some of a1,...,a;_1
orby aj=x1...2ky1 -..y;—17y;. The remaining possibility is that it would be
routed by x1...xry1 ...y = b which is not possible as we supposed p not to
be routed by b.

Therefore the result of routing is the same for both R and R’ as all the prefix-
es a; have the same outcome as prefix a.
O

Violations of the Property 3 are easy to detect traversing the trie containing
the routing table in Depth-First Search® (DFS). Returning back from a non-local
non-full-length node during the DFS, we just check that each node on the path
back to the root is not local. If it is not the case, we have to expand the prefix
using the method above.

The DFS algorithm never returns to a node it has already visited in the trie
[Cormen et al., 2001]. We perform the expansion only returning from the node that
shall be expanded. The expansion changes only the subtrie of the node. Taking
those facts into account, we may continue the DFS after the node is expanded.
Hence the only Depth-First Search through the whole trie is needed to find and
eliminate all prefixes violating the Property 3.

We have shown that the Properties have no effect on generality of the model.
From now on we suppose that routing tables satisfy the Properties unless said
otherwise.

ARP

The nodes of the network are connected with links. In order to reach the des-
tination host, a packet must be moved over each link on the path. A link layer
protocol must ensure many services, e.g., framing, medium access, flow control,
error detection, retransmission, and addressing.

All the services except addressing are in principle related to packet manipu-
lation (data plane). On the opposite, addresses of communicating partners on a

3 For a detailed description of DF'S properties see [Cormen et al., 2001].
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Address HWtype HWaddress Flags Mask Iface
147.251.54.1 ether 00:E0:81:27:DF:7B C ethO
147.251.54.10 ether 00:20:ED:5E:6D:98 C ethoO

Figure 2 Example of an ARP table

link are maintained by “control plane.” An address on the link layer is usually
called physical address, LAN address, in the Ethernet context also MAC (Media
Access Control) address.

As most link layer protocols (like 802.11 wireless Ethernet, ATM, Frame Relay,
etc.) use similar way of addressing, we can use Ethernet as a well-known and
illustrative model and as a typical example. We will also use Ethernet terminology,
although the principles cover a wide class of level 3 to level 2 address translations.

Ethernet uses 48-bit addresses, usually expressed as six pairs of hexadecimal
numbers. The addresses have flat structure (as opposed to a hierarchical structure
of IP addresses) and an address is permanent to a particular device®.

Address Translation Mechanism

Network layer and link layer addresses have to be used to transfer a packet so
translation mechanism between them is needed. The translation principles are
described in [Plummer, 1982]. The router maintains an ARP table containing IP
and MAC address pairs for machines on the local network. The records are kept
for a specified amount of time (typically several minutes), so the table is often
called an ARP cache. To send a packet to a host on the same network (using
a local routing record, as we defined in Section 2), the router consults its ARP
table. If the appropriate record is found, it uses the address to send the frame. If
the ARP cache does not contain the record, it sends ARP query packet by means
of Ethernet broadcast (FF:FF:FF:FF:FF:FF). The ARP query packet contains the
requested TP address and each host on the local network checks if its IP address
matches the requested one. The host with the matching address sends back an
ARP response with the MAC address. The querying node updates its ARP cache
and sends the IP packet.

We have discussed sending a datagram to a node on the same local network.
Let us now check the situation when the packet should be sent to a node off the
local network, using a route we called global, through a gateway. In that case, the
host must fill in the MAC address of the gateway the packet should go through. If
the address is not in the ARP cache the procedure we described above is used to
query it. The ARP cache does not distinguish gateways and other nodes, moreover

At least in theory. Physical addresses used to be written in ROMs. Today’s adapters keep their
addresses in a flash-type memory, allowing experienced users to change them.
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a gateway may be accessed as a node on a local network via the same address.
An example of ARP table is in Figure 2.

Formal Notation

Formally, ARP table is a function
A:IP — MAC

where MAC is a finite set of physical addresses.

In order to keep the notation consistent, we denote ARP records with A; for
1 < i <size(4). An ARP record A; translates an IP address from [A;] to the
hardware address. The ordering of rules is not relevant here as the set [4;] contains
just a single IP address, not a portion of the address space denoted by a prefix.
We require the records to be unique, i.e., for 1 < i < j < size(A) the condition
[4;)N[A;] = 0 holds. The result of the ARP lookup is the MAC address MAC(4;).

The result of ARP lookup for a destination address p € IP is the record A(p) =
A; such that p € [4;].

The ARP table does not have to cover the complete IP address space. If the
corresponding MAC address is not found for the next hop, the technique we de-
scribed in Section 3.1 is used to learn it. If it does not succeed, the packet is
dropped and an error message is returned. For constructing tables for hardware
lookups, only “current snapshot” of the table is necessary, as we explain in Sec-
tion 4.2. The mechanism of learning ARP records is purely matter of the operating
system of the router.

Routing and ARP Table Combination

We have described routing, ARP, and packet filtering, and how they cooperate in
the operating system. In order to perform similar lookup operation in hardware
lookup machine, combining them to the only lookup is needed. We start the
description with the problem of combination of routing and address resolution to
show the basic concepts first.

Software Cooperation
An essential principle is used in the design: If the hardware lookup cannot resolve

a packet itself it can send it to software in the same way as an ordinary network
adapter would.
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In the algorithms, this will be denoted by a ‘SW action that means the packet
is sent to software router to be processed. The importance of having SW action is
that SW acts as an “oracle” that always performs the correct action, just in the
sense of hardware /software co-design ideas.

Of course, packets passing through software are processed slower than packets
switched by the hardware engine. It does not have to indicate a serious problem
if the portion of the software processed traffic related to the total traffic is small
enough. On one extreme, we can achieve correct behaviour of the router sending
all traffic to software processing. On the other hand, maximal performance would
be possible only if all traffic was switched by hardware.

Nevertheless, two kinds of reasons can prevent us to reach this goal.

e We can have “design reasons” (dictated by the economy of the development)
not to process some types of packets in hardware. E.g., IPv6 Routing Option
requests swapping two IPv6 addresses in the output editor. This operation is
not suitable to perform in FPGAs as 128-bit string swapping would consume
too large area of the chip or inadequate time, depending on the design. On
the opposite, packets with Routing Option are very rare in the traffic.

This category also contains handling erroneous packets. The easiest way
to create an appropriate response (an ICMP message) is to send the packets
to the operating system.

e Resigning from hardware processing can be helpful in case of “runtime prob-
lems” as the last resort. In the process of lookup structure compilation, running
out of available memory may occur or length of lookup branch may exceed an
allocation block.

Routing and ARP

Let us abstract away from packet filtering for a while. The aim of this section is to
combine routing and ARP into the only lookup operation. Although the combina-
tion of routing and ARP tables is in principle easy we will study it in detail. On
the other hand, the algorithm—apparently straightforward and obvious—turns
out to have its dark corners.

Combining routing and ARP tables (and even maintaining them together) is
not a new idea. Open-source BSD clones (FreeBSD, NetBSD) use a single table
to store both routing and ARP information. Nowadays, FreeBSD designers tend
to split the tables, saying that handling the tables separately is easier and avoids
unnecessary redundancies [Rizzo, 2004].

Taking into account routing only, the result of the hardware lookup operation
is (a reference to) an editing program and the next hop MAC address as its
parameter. While a software router usually searches for the longest matching

10
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routing entry in order to obtain a next hop and then it resolves its MAC address,
the hardware engine has to solve both steps at once.

Lazy ARP Record Removal

The operating system maintains a routing table and an ARP cache. Records in
the ARP cache are kept for a specified amount of time, typically from five to
twenty minutes. In order to minimise the recomputations of the lookup structure,
the initial idea was to test the whole network and to build an ARP cache as
complete as possible®. Although this would be feasible with small networks, it
is not scalable very well and it is unclean how to handle validity of records in
such table. Moreover, the highest principle should be to keep the behaviour of
the software router untouched whenever possible, so this approach was definitely
rejected.

Instead of pro-active building of the ARP cache, we use current content of
the table, marking currently unresolved entries to be processed by software. The
lookup structure must be updated when an ARP cache entry is added or modified.
A MAC address of the next hop of an incoming packet may be resolved, in that case
the packet is forwarded by hardware. Otherwise the packet is sent to software.
Software emits the ARP query to learn the MAC address of the next hop and
enriches the ARP cache with the response. As the content of the cache changed,
the lookup structure must be recomputed. Finally, when the lookup structure
propagates into hardware, incoming packets forwarded to the next hop added will
be forwarded by hardware.

A delicate problem arises with removing entries from the ARP cache. To
keep the principle of equivalence of hardware and software behaviours, we should
recompute the lookup structure when an entry from the ARP cache is deleted.
Nevertheless, we have two reasons against it. From implementation point of view
it is not easy to arrange kernels to announce ARP entry deletion. Moreover, it is
desirable to keep the update frequency of the hardware lookup structure as small
as possible.

Let us study “observable” effects of entry removal in order to show that we
may be reluctant removing the entries. The main reason for purging the cache is
that a network interface may change its hardware address (e.g., when the network
adapter is replaced). Removing entries ensures that the old address is switched to
the new one in several minutes. Another reason is keeping the cache reasonably
small, as pointed out by Malkin [Malkin, 1995] (the original RFC [Plummer, 1982]
only addresses the problem stating this issue needs more thought). To sum up,
we may omit updating the lookup structure in case of ARP cache entry deletion
in case that updates stimulated by other causes are reasonably frequent (we can

Theoretically, this can be achieved easily trying to ping all machines in the local network. How-
ever, it is not clean how to decide that an address in the network is unreachable.

11
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use a timer restarted by each update). Although we slightly violate the “hardware
and software equivalence principle,” lazy removing of the entries just lengthens
the timeout.

RA Table Definition

We have current contents of routing and ARP tables as the input. The task is to
compute the table that combines routing and ARP into the only lookup operation.
We call it a routing-ARP table:

RA: IP — (Interfaces x MAC) U {SW}

The RA table returns either the interface and MAC address of the next hop where
the packet should be sent or it indicates that the packet must be processed by
software.

We will use RA; for routing-ARP rules (for 1 < i < size(RA)) and [RA;] for
IP addresses affected by the rule. Analogically with routing syntax, Int(RA4;) and
MAC(RA;) are the interface to reach the next hop and the hardware address of
the next hop, respectively.

Let Len(RA;) be the length of the prefix in the rule; RA records with length
zero are called default RA rules and records with the length of the IP address
(32 for IPv4 and 128 for IPv6) are called full-length RA records.

To obtain a result of a destination address p € IP, denoted RA(p), we find RA4;
for the smallest 7 such that p € [RA,].

Computing First-Match RA Tables

Creating the RA table out of routing and ARP tables is more-or-less straight-
forward. Traversing the routing table we “inject” ARP entries inside. In case of
locally connected network, we add all resolved ARP entries and finally we send the
rest of the network to the operating system (in order to resolve ARP and/or emit
an error). For global routes we insert the MAC address of the next hop into the
table directly instead of its IP address if the MAC address is known. Otherwise
the route must be processed by software.

Algorithm 2 is a pseudocode for combining routing table represented as a list
(which is equivalent to traversing a trie in post-order manner) and ARP table
(represented in an arbitrary manner, say a list) into the RA table represented as
a list.

We have to show that the RA table computed by this algorithm behaves the
same way as routing and ARP tables. It means that the RA lookup result is the
same as ordinary software processing where lookups in routing table and resolving

12



1 RA=10

2 I=1

3 for i=1 to size(R) do

4 if R; is local

5 then

6 /* go through all ARP records in this local subnet: */
7 for each j such that 1 < j <size(A) and [4;] C [R;] do
8 [RA;] = [A4j]

9 RA; = (Int(R;), MAC(A4;))

10 I=1+1

11 done

12 /* the rest must get resolved in software */
13 [RA;] = [Ri]

14 RA; = SW

15 I=1+1

16 else /* R;is global */

17 if exists k such that IP(R;) = [A]

18 then

19 [RA;] = [R;]

20 RA; = (Int(R;), MAC(Ag))

21 l=1+1

22 else

23 [RA[] = [RZ]

24 RA; = SW

25 l=1+1

26 fi

27 fi

28 done

29 if [RA;_1] # IP /* we have no default route */

30 [RA;] = IP /* add the final default route to software */
31 RA, = SW

32 fi

Algorithm 2 Combining routing and ARP into RA table

ARP are performed separately. Sending the packet to software is also a correct
result—in that case the packet is processed by the original routing and ARP tables.

Lemma 3

RA table produced by Algorithm 2 is total (i.e., it is defined for each destination
address p € IP).

13



Proof
To ensure that the RA table is total, it is enough that it contains a default RA
record.

If the routing table contains the default route then the default route must be
the last record in the table and the default RA record is inserted into the RA
table. At the end, the algorithm tests presence of the default route in the table. If
the default route was not present the algorithm adds final the RA record destined
in software. g

We have shown that the result of RA lookup is defined. In the following
theorem, we prove that the result is correct.

Theorem 4

For each destination address p € IP, routing-ARP table contains a result that is
either SW or it is the same as applying routing and then ARP on the destination
address, i.e., Int(RA(p)) = Int(R(p)) and MAC(RA(p)) = MAC(A(IP(R(p))))-

Proof
Let us have a destination address p € IP. As the RA table is total, the smallest
index [ exists such that p € [RA;].

If RA; = SW then the destination address is handled by the original routing
table and ARP cache in software, thus correctly.

Let us suppose the result is an interface Int(RA;) together with a MAC ad-
dress MAC(RA;). In that case, the RA rule RA; has been created either in
lines 8-10 or lines 19-21 of the algorithm. We will study both cases.

Let us suppose that the rule RA; was created in lines 8-10. Such an entry has a
single prefix of full length in [RA;] (it originates from the ARP table that contains
full addresses). We will show that the RA; rule was created from a route R; where
i is the smallest index such that p € [R;]. Suppose the opposite. Then an index j
such that 1 < j <4 must exist such that p € [R;]. Length of prefix of R; cannot
be equal to Len(R;) as prefixes of equal lengths are disjoint. Therefore Len(R;) >
Len(R;) due to the ordering of R. As each routing record produces at least one
routing-ARP record with the same address space (the final software entry for local
routes and/or the global route), the algorithm must have produced an entry RA
such that 1 < k < [ and p € [RAg]. This is not possible as we chose the RA; as
the first matching entry for destination address p. Hence Int(RA(p)) = Int(R(p)).

As IP(R(p)) = p for local routes, a unique ARP entry A; exists such that
MAC(RA;) = MAC(4;).

The remaining case is that the rule RA; was created in lines 19-21. We will
show that the rule originates from the first R; for that p € [R;]. Suppose not,
precisely, suppose that a routing record such that p € [R;] exists for 1 < j < i.
Then again, Len(R;) > Len(R;), moreover each routing record produces at least
one RA entry, therefore an RA record RAj must exist such that 1 < k < I

14



and p € [RAx]. That is not possible due to the choice of RA; as the first matching

record.
To sum up, Int(RA4;) = Int(R;) and MAC(RA;) = MAC(A(IP(R;))). O

We have obtained a routing-ARP table that is behaviourally equivalent to
the original routing and ARP tables. The RA table is first match. It can be
advantageous to have a trie representation of the table (i.e., an equivalent longest
matching prefix representation) in order to obtain a concise representation.

If we were able to sort RA entries in non-increasing way and ensure that
prefixes of equal lengths are disjoint we would have a table that can be converted
into a trie form. To reach this goal, let us study the ordering and relations of rules
produced by the algorithm and potential redundancies in the table that have to
be discarded.

Lemma 5
Algorithm 2 sorts the resulting RA table in non-increasing prefix lengths with
exception of prefixes of full lengths, i.e., for 1 < k < [ < size(RA) the following
condition holds: Len(RAy) > Len(RA;) or RA; has full length.

Moreover, prefixes with equal lengths with exception of full-length prefixes are
disjoint.

Proof
The RA records are copied in the same order as the original routes with the
exception of resolved local ARPs that can produce full addresses.

Each routing record produces just one RA prefix of the same length and op-
tionally a number of full-length prefixes. Note that the final default RA record

destined in software is added only if no default record was present in the table.
O

As we see from the preceding lemma, the only issue that remains to be solved
is the structure of full-length prefixes. The full-length prefix for a particular
destination address may be repeated across the table several times. In that case
the first occurrence is of interest as all the following ones are unreachable and may
be omitted.

Lemma 6

Let us have 1 < k < [ < size(RA) such that [RA;] = [RA;]. Let RA’ be the
table RA with row [ omitted (RA; = RA; for 1 < i < | and RA, = RA; 11
for | <i < size(RA)). Then RA(p) = RA'(p) for each destination address p € IP.

Proof
Obviously, the row RA; is unreachable in the original table. O
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Full-length prefixes are mixed into prefixes of other lengths. In order to prepare
the table to be converted in longest prefix semantics it would be more suitable to
move the prefixes to the beginning of the table. We have to make sure that this
operation does not change the meaning of the table. To ensure this, it is enough
that the address space affected by the prefix is disjoint with all the preceding
rules (i.e., rules of an arbitrary length). Blocks of disjoint records can be freely
re-ordered.

Thanks to the preceding Lemma, we have to be interested in the first occur-
rence of the full-length prefix for an address only.

The meaning of the following result is that the first occurrence of a full length
entry in the RA table is disjoint with all its predecessors. It can also be understood
from an operational point of view that the first occurrence of a full length entry
for an address is reachable in the routing-ARP table.

Lemma 7

Let RA; be the first occurrence of full-length RA record for a given destination
address, precisely, let RA; be a full-length RA record satisfying that for each full-
length record RA,, such that [R4;] = [RA,,] we have | < m. Then for each k such
that 1 < k < [ condition [RAx] N [RA;] = 0 holds.

Proof

Let p € [RA;] satisfying the prerequisites of the Lemma. We want to show that
no index k exists such that 1 < k <[ and p € [RA]. Let us suppose the opposite,
i.e. that a routing-ARP entry RAj exists such that p € [RAg] and 1 < k < [
(saying nothing about its length). We will study all possibilities how such an
entry could have been created.

Let R; be the routing record from which RA; was created and R; the record
that produced RAj. First, we note that p € [R;] and p € [R;]. If it was not so
the routing-ARP entries would not contain p (the algorithm copies the address
space and/or takes a full-length entry out of the address space of a local route).
Moreover, i < j, otherwise the order of the produced routing-ARP entries would
not be preserved. (Note that equality is possible, a routing rule can produce
several routing-ARP entries.)

The route R; can be either global or local. We will study both cases.

e Let R; be global® first. Then R; must have full length, otherwise it would not
produce a full length entry RA;. As ¢ < j the route R; must have full length
due to the ordering of the routing table. If i < j then [R;] and [R;] would be
disjoint. This is not possible as both contain p. Hence ¢ = j. As global route

This is a theoretical option as it makes no sense to have subnets of full lengths normally. Anyway,
e.g. Linux route command allows to configure them, therefore we have to allow such pathological
cases in the model.
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produces just one routing-ARP entry, we cannot have k < [. Therefore R;
cannot be global.

o Let R; be local. In that case the route R; must be local or full-length due to
the requirement 3 on page 5.

— Let R; be local. As R; is local, the record RA; must have been created
either in lines 810 or lines 13—-15 of the Algorithm 2.

* If RA; was created in lines 8—10 then an ARP record for p must exist.
It would be used also to expand the route R;, hence RA; would not be
the first full-length record for p.

x If RA; was created in lines 13-15 then R; would have full length. As
we have ¢ < j then route R; would have full length, too.
We show that i = j. If ¢ < j then [R;] and [R;] would have to be
disjoint. This is not possible as both contain p. Hence i = j.
It is possible that the route R; created two (full-length) entries for p.
In that case RA; would not be the first full-length routing-ARP entry
containing p.

— The remaining case is that R; has full length. Then R; must have created
a full-length record RAj such that p € [RA]. Then RA; is not the first
full-length record handling p, which is not possible.

The record RAj could not be created in any of the cases. O

To prove the preceding lemma, we needed the requirement that all subnets
of local networks are local or have full length. If it was not so, an unreachable
full length entry might be produced by the algorithm. Consider a fragment of a
routing table as an example:

1.2.3.0/24 -> global route
1.2.0.0/16 -> local route

Suppose that an ARP record exists for the 1.2.3.4 destination address and
the global route has just been added. The ARP record will have been occupying
the ARP cache for several minutes. The algorithm would produce

0/24 -> some gateway and/or SW

1.2.3.
1.2.3.4/32 -> resolved ARP in the local network
1.2.0.0/16 -> some gateway and/or SW
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4.6

4.7

This algorithm is the same as Algorithm 2 with the following modifications.

e The resulting RA table is kept in a trie structure. (Hence it is sorted on-
the-fly in non-increasing way and all records are unique.)

e Let us understand assignments that create rules RA; in the following way:

— Assignment to [RA;] is creating a path in the trie denoting the prefix
of the RA; rule.

— Assigning the output to the rule (e.g. RA; = (Int(R;), MAC(4;)))
means assign the output only if it was empty previously.

Algorithm 3 Combining routing and ARP into RA table expressed as trie

The second record is unreachable and cannot be moved to the beginning of the
table.

RA Table Properties Summary

To sum previous results up, we have observed following properties of the routing-
ARP table produced by the Algorithm 2:

1. Only the first occurrence of an address space is of interest, precisely if the
algorithm creates an entry RA; and an entry RAj such that [RAx] = [RA]
and k < [ has been created before, we do not have to store RA; into the RA
table according to Lemma 6.

2. Full-length entries may be pushed to the beginning of the table thanks to Lem-
ma 7. This way we obtain a table sorted in non-increasing prefix lengths.

Longest Prefix Representation of RA Table

Instead of post-processing the table, we may change the order of the rules im-
mediately during the run of the algorithm with a small change of semantics of
assignments. The final version of the computation is shown in Algorithm 3.
With those changes, the algorithm constructs a trie representation of the RA
table which is equivalent to the original output list. Only the first rule for a given
address prefix is recorded and full-length entries may be harmlessly “moved to
the beginning” as we have shown above. Again, first match representation may
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be obtained from the trie traversing it in post-order manner. Also note that rules
sharing common prefix length are disjoint.

The RA table computed out of examples shown in Figure 1 and Figure 2 is
shown in Figure 3.

147.251.54.1/32 -> ethO, 00:E0:81:27:DF:7B
147.251.54.10/32 -> ethO, 00:20:ED:5E:6D:98
147.251.54.0/24 -> SW

0.0.0.0/0 -> ethO, 00:E0:81:27:DF:7B

Figure 3 RA table computed out of R in Fig. 1 and A in Fig. 2

Conclusion

We have formalised a method to combine routing and ARP into a single equivalent
operation. Moreover, the RA structure can be expressed as easily as the routing
table itself, by a trie.

The remaining (and more complex) step is to add the packet filter and to con-
vert the resulting structure into the lookup structure of the COMBO6’s processor.
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